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#AGU24 is in a different environment. Download the AGU Events mobile app in the Apple Store or Google Play to navigate the meeting, build or view your
schedule, and see what sessions, events, activities, and resources are available for online and in-person attendees. You can also explore using your desktop

via the online meeting platform here.
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AGU24 ONLINE PROGRAM

This December, AGU24 returns to Washington, D.C. 9 - 13 December 2024, with the
theme “What’s Next for Science.” We can’t wait to see you there.

Each year, AGU’s annual meeting, the largest gathering of Earth and space scientists,
convenes 25,000+ attendees from 100+ countries to share research and connect with
friends and colleagues. Scientists, educators, policymakers, journalists and
communicators attend AGU24 to better understand our planet and environment,
opening pathways to discovery, opening greater awareness to address climate
change, opening greater collaborations to lead to solutions and opening the fields
and professions of science to a whole new age of justice equity, diversity, inclusion
and belonging.

AGU 2024 will be held at the Walter E. Washington Convention Center.
Visit the AGU24 website for the latest updates and information.

https://agu.confex.com/agu/agu24/meetingapp.cgi/Home/0
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Numerical Modeling of
convective storm
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RTIRIEN

* Basic issue

* Configuration

* Modeling of convective storm- KW model
e Current trends in cloud model
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“All models are wrong. Some models are useful.”

-George Box
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HOW TWO WEATHER PATTERNS DIVERGE. From nearlv the same startis ‘
point, Edward Lorenz saw his computer weather produce patterns tl -
grew farther and farther apart until all resemblance disappeared. (Fi
Lorenz's 1961 printouts.)

 there is a sensitive dependence on initial conditions




Lorenz caotic system: butterfly effect

Lorenz (1963)
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Source: Dr. David Randall, CSU

Instability (growth of small perturbations)
Nonlinearity (interactions among scales)

s
instabiitty
IR i Eventually, after time has
I el I onteaiy _y, passed, it is inevitable that
B e even the very largest scales
kel iIn a model will be
M) iy dominated by great
Py uncertainty.
non.‘mca."!y\-*
Figure 8.9: Skelch illustrating the role of instability in leading to arror growth, and of

nonlinearity In lsading to the movement of error from emall scales to larger
scales,

Any forecasting method is subject to this (not just numerical
prediction) because the behavior of the system is heavily dependent

on the initial conditions!

 there is a sensitive dependence on initial conditions
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S5km W {m/a, shad) & sfc & {cleva=—1,—4,-7K)
0-3 h . =8 h no lodng/chill, 6-8 h Iodng only

%Mk\
evaporative cooling -"ﬁ-—.._f"
and water loading ’_’F




* Configuration
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Grid Spacing
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Large grid spacing

Reynolds-averaged (filtered) simulation
Net effects of turbulence are entirely “sub-grid scale” and are
crudely parameterized (e.g. “K theory”)

dx ~ O(100 m)

Large eddy simulation (“LES”)

Largest (most energetic) eddies are resolved and treated
explicitly... the limit of model resolution falls in the inertial
subrange, and only small eddies are parameterized

dx ~ 0(0.1 mm)

Direct numerical simulation (“DNS”)

All eddy motions are explicitly simulated... the only thing that is
parameterized is molecular viscosity. This is not currently practical

for any conventional meteorological problem.

Small grid spacing






One approach to resolution:
consider a simple signal of interest with some wavelength

“‘one gridpoint per wavelength”



“two gridpoints per wavelength”



“two gridpoints per wavelength”



“four gridpoints per wavelength”



“four gridpoints per wavelength”




“eight gridpoints per wavelength”







For some time it's been thought that...

« If the characteristic scale of a cumulonimbus is ~10 km, and

« 8-Ax is required to resolve a feature, then

« ~1 km is the appropriate grid spacing for “convection
resolving” simulations

« such simulations are realistic looking

« if the sub-cloud scale is turbulent, that's okay! This just
represents a drain of energy and scalar mixing, which the
sub-grid turbulent mixing scheme is meant to emulate.




For some time it's been thought that...
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The highest-resolution simulations reveal that deep
moist convection may be 1-2 km in scale in some
conditions. Therefore, the “‘rule of thumb™ that 1 km
1s sufficient to resolve deep moist convection can be
Inappropriate in some environments.

 IT uTe=suh.cloud scale is turbulent, that's okayl== 1S just
represents a drain of arfsgysesiii Scalar mixing, which the
sub.gra tdioulent mixing scheme is meantemulate

With grid spacing of order 1 km, overturning occurs
in a relatively /aminar manner. Using grid spacing of
order 100 m. the simulated fields are furbulent, with
resolved entramnment and overturning within clouds.

Bryan et al (2003)



This is still a reach for many current studies!

Is there no hope?

It all depends on what you want to simulate!

a) if the mesoscale structure of the system is of prime interest,
the basic requirements are probably satisfied by grid spacing of
1 km... the sub-cloud eddies are of less dramatic importance

b) “old” (i.e. before mid 2000s) simulations of convection are
still useful in terms of their explanations of sensitivities to gross
environmental conditions, and the gross dynamics controlled
by the cloud-scale pressure fields

c) BUT... the cloud-scale fluxes are wrong (or right for the
wrong reason), and any science that hinges on them must be
Interpreted with care
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In practice,
At -
CAX >

Is a criterion that must be met by the fastest current speed or wave
speed in the model.

For a basic anelastic model, perhaps this would be the speed of
gravity waves, the fastest of which have c~50 m s or so
*For an anelastic model of a tornado or strong upper level jet, we

might need to be more conservative and use c~100 m s

For a fully compressible model, we have to worry about the acoustic
waves, which have c~300-400 m s

. Smaller grid spacings become expensive because they demand
shorter timesteps (so the model takes longer to run)

. Acoustic waves impose a huge computational burden unless we
find a “work around”




“Work around”

Some historical solutions (still in practice today):
*Use a numerical scheme that can tolerate a higher Courant Number

*Use “time-splitting”, whereby the acoustic waves are treated
separately from the rest of the dynamics

*Only grid stretching and grid nesting, so that high resolution is only
used where it is needed most (this saves on computer memory too!)
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c =50 m/s requires atime stepof <20 s
¢ = 300 m/s requires a time step of < 3.333 s

Acoustically

active terms @ O ® @ ) O

(continuity, PGF)

Acoustically
inactiveterms @
(Coriolis, etc.)

S0, we save on calculations by only using the
shorter timestep on the terms that require it
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less resolution in the stratosphere

more resolution in the boundary layer




Nested domain placement
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* Modeling of convective storm- KW model
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Modeling studies of convective storms

* First true cloud models emerged in early 70s,
and at the time they mostly 2D
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As mentioned earlier, many fundamental results in the field of
convective dynamics arose from idealized numerical
simulations. ..

dynamics of supercells

sensitivity of storm type to environmental wind profile

dynamics of long-lived squall lines

dynamics governing the multicell process

Many of these results (esp. those of Klemp, Rotunno, Weisman,
and Wilhelmson), at least into the early 90s, came from one
cloud model:{the Klemp-Wilhelmson (KW) model.




The “Weisman-Klemp” experiments

« Maybe the first detailed, systematic attempt to study convective
dynamics and sensitivities using a model

» Papers studying the sensitivity of convective storms to the sounding
and wind profile: Weisman and Klemp (1982); Weisman and Klemp
(1984); Weisman and Klemp (1986); Rotunno, Klemp, and Weisman
(1988); Weisman, Klemp, and Rotunno (1988); Weisman (1992);
Weisman (1993)

» The general formulation of these experiments included:
» An idealized sounding in which the lapse rates and low-level
humidity could be easily changed to modify instability
» A simple wind profile whose amount of shear and shape could
be easily changed
» Initiation of storms with simple warm thermals
» Kessler warm rain microphysics parameterization




The “Weisman Klemp” sounding (WK82

Potential temperature profile:
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FIG. 1. Skew T diagram depicting temperature and moisturc profiles used in
mode! experiments (heavy solid lines). Heavy dashed line represents a parcel ascent
from the surface based on a surface mixing ratio g = 14 g kg™'. Hcavy dotted
lines represent similar parcel ascents for g = 11 g kg™' and 16 g kg™'. Tilted solid
fines are isotherms, short dashed lines are dry adiabats, and long dashed lines arc
moist adiabats,




The “Weisman Klemp” wind profiles (WK82, WK84)

5 20 25 30 35 40 45 30
Uims™) Ulms™)

FiG. 2. Wind profiles as defined by Eq. (4). FiG. 2. Wind hodographs used in model simulations, Tick marks
are placed at 1 km intervals in height up to 5§ km. Winds are kept
constant above § km.




Sensitivity tests

WKB82 example: updraft strength as a
function of CAPE and shear

(a) INITIAL STORM MAXIMUM W (ms™')

A0 31 /33 30 28

50 49 48 45 42, 37 .34 33 33
47 4645743 7
42_a1—3% 3;%
33—53/ 3| _30""28 zs{:o

2322 2|2 | 157 -8

0O 0 ¢ 0 0o 0o O o
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WK84 example: middle and low-level
vorticity as a function of shear

(a) Mid Level Vorticity

(b) Surface Vorticity

VORTICITY (107 %sec™)

TIME (min.)




Some problems with the KW model studies...

« the model did not include the ice phase: only Kessler
microphysics... very bad for studying anvils and stratiform regions!

Vs = 175 ms™' over 2.5 km

Weisman et al (1988)

The entire rain region of this
squall line is only ~40 km wide!
(~100-200 km is what we

observe)




Some problems with the KW model studies...

» the numerics were somewhat primitive and the grids were
coarse (the finite differences had large truncation errors)

 as a result of the above, the model applied a large (by today’s
standards) amount of artificial diffusion...

These supercell fields look much too smooth and pretty

Klemp and Rotunno (1983)
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Some problems with the KW model...

» the model had a poor bottom boundary condition (when coupled
with the vertical diffusion scheme) that caused cold surface
outflows artificially to keep getting colder with timel
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Bryan et al (2006)

Other, more modern models are generally superior
(ARPS, Bryan-Fritsch/CM1 model, RAMS, WREF, etc.)




Does this mean that the results from the K-W model
studies are invalid?

» Model results must be interpreted in the context of the model that
was used. Scientists must try to identify the model artifacts and
extricate them from the physically meaningful signals.

» Trends and sensitivites among runs should be emphasized over
specific output values

» Straightforward processes such as advection, PGF generally
warrant more confidence than results that rely heavily on complex
parameterizations

» Much of what we know about storm dynamics today derived from
these original experiments, and almost all of those results still stand
the test of timel




e Current trends in cloud model
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Higher and higher resolution

-Studies include more simulations (no longer in the era of “one
production run”)

*Ever increasing sophistication of microphysical
parameterizations

*Increasing use of ensembles

Increasing use of dynamical data assimilation techniques

*Operationally useful NWP that resolves smaller scale
convective processes
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Stalistics on updraft properties from a suite of more
than 200 simulations!

Kirkpatrick et al (2009)




Dual-moment (DM) schemes often produce more
realistic sizes and shapes for storms precipitation

areas

More sophisticated treatments of dual-
polarization radar variables are possible,
enabling more thorough model validation
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TABLE |. List of microphysics schemes and their descriptions.

Microphysics

scheme/configuration Description

LINA Based on Lin et al. (1983) and Tao and
Simpson (1993)

LINB LIN scheme with N, reduced from default
value of 8.0 X 10° m *to0 4.0 x10° m™*

MYl Single-moment version of the MY scheme
(g predicted)

MY?2 Double-moment version of the MY scheme
(g and N, predicted)

MY2DA Asin MY2 but with diagnostic relations for

shape parameter a
MY3 Triple-moment version of the MY scheme
(g, N;, and Z predicied)

Even triple moment
schemes are now in use!
(this involves predicting a
shape to the distribution
as well)

Dawson et al (2010)

4000/
3000
2000
1000

ecal km®

Cold ‘f ool

(a)

S00mMLINA
S500mLINB
500mMY1
S00mMY2
500mMY2DA _
500mMY3 T La — e = m R

-

OL

10}

ind WK

M
N
w

.;n.!’?\ /N ]\';
o

0 900

- - -
- -
- - -
- W -

1800 2700 3600 4500 5400 6300 7200
time (s)

FIG. 5. Time series of (a) total surface cold pool area as defined as the sum of the area of all

gridsquares with; <

as defined above, for each of the 500-m experiments.

I K. (b)minimum @, at the surface, and (¢) mean @ within the cold pool

Cold pool intensity and size are very sensitive to the
choice of microphysics parameterization!
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Exploit the best forecasts (here in a 50-member ensemble)!

Aksoy et al (2010)
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Model ensembles

POSITIVE

PERTURBATION

Good ensemble Bad ensemble

CONTROL

N TRUTH

NEGATIVE
PERTURBATION

* The ensemble mean tends to outperform any individual deterministic
model over the long haul (even though any one ensemble member
may be better than the mean on any given day)

» The differences among the ensemble members provide information
about the uncertainty, provide some bounds (best and worse cases),
and lead directly into probabilities (e.g. probability of precipitation)




Examples: SPC’s short range ensemble forecast (SREF) model output

Precip: 5580 m 500 mb height contour for each ensemble member

FCST. FO60 VALID: Sun 20100328/0900 UTC NOAA/NWS Storm Prediction Center, Norman, OK

(v

N

DkGrn=EtaBMJ;LtGrn=EtakF Blue=RSh:Purple="WRF ARW;DkRed=WRF NMM:Black=0OpNAM;Thick-CHl
100328/0900V060 GeoPot HGHT {5580 M) Spaghetti

FCST. FO60 VALID: Sun 20100328/0900 UTC

-




Examples: SPC’s short range ensemble forecast (SREF) model output

Precip: percentage of members producing precip at each grid cell

FCST: FOG? VALID: Sun 20100328/0900 UTC NOAA/NWS Storm Prediction Center, Norman, OK
e ’,

VAR T

N

1003258/0300V060 PROBABILITY 3HR CONYVECTIVE PRECIP == 0.01"
s MEAN 3HR CONVECTIVE PRECIP = 0.017 (Black - dashed) Class break
FCST. FO60 VALID: Sun 20100328/0900 UTC




T T T obs “distribution”: a large
number of obs are available,
and they're assumed to be noisy

-t
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Probability
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O
N

Each member’s values are updated to new
posterior distributions, which are
proportional to the product of the ensemble
member’s PDF and the observed PDF; the
ensemble’s new overall “best analysis” field
then has the distribution of the normalized
sum of the posteriors.




1 min data develops

supercell structure

0111 UTC
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Assimilating 1 min radar data improves representation of
supercell compared to assimilating & min radar data!

Thompson et al (2010)




Models for this domain
are being run with grid
spacings of 1-4 km every
day now!

Kain et al (2008)
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Search

WRF General
Information WRF MODEL USERS' PAGE WRF FoRECAST

Public Domain

7" Welcome to the users' page for the Weather Research and

Forecasting Model (here "WRF", for short). WRF is a state-of-
LGRS the-art atmospheric modeling system designed for both
4 meteorological research and numerical weather prediction. It
Sl nna offers a host of options for atmospheric processes and can
run on a variety of computing platforms. WRF excels in a

wl'}:e‘::’g:&: broad range of applications across scales ranging from tens of
meters to thousands of kilometers, including the following. it o> ‘
How to Cite WRF . . WRF Real-Time Forecasting
- Meteorological studies
- Real-time NWP ANNOUNCEMENTS
- Idealized simulations
— Data assimilation Register now for the Winter 2025
- Earth system model coupling WRElona,
— Model training and educational support Presentations from the Joint WRF &

MPAS-A Users' Workshop, June
The Mesoscale and Microscale Meteorology Laboratory (MMM) | 2024.

of NCAR supports the WRF system to the user community,

5 e . . Latest WRF Release:
anc! malntalps the WBF code on GitHub. MMM prow‘des user Sy e
assistance via an online Support Forum. MMM also issues e e el
WREF releases, conducts WRF tutorials, and hosts the annual
WRF and MPAS Users' Workshop. JRE fsleases ™ Known Frobloms

The WRF system is available via free download through these | GENERAL INFORmATION
pages. In addition to providing the code and documentation
for WRF system, this site provides information and links on

WRF code contributions, releases, and events. e
Running on Derecho.

User Support Statement

Frequently Asked Questions
Related Systems and Information WRF Code Repository and Release
There are a number of WRF-related systems and specialty b
capabilities with separate pages. Key ones are listed below, TRorTatlonenC coeConTbators

and users are directed to these for the system details.
WRF Physics Review Process and

- WRF Data Assimilation System: WRFDA Panel
- WRF-Chem (WRF atmospheric chemistry model): WRF-

Chem

- WRF-Hydro (WRF hydrological modeling system): WRF-

Hydro

https://www2.mmm.ucar.edu/wrf/users/ 63 of 64



https://www2.mmm.ucar.edu/wrf/users/

An Introduction to
the WRF Modeling System

Wei Wang
January 2021
Mesoscale and Microscale Meteorology Laboratory, NCAR

B NCAR &

https://www. youtube com/watch?v=wzSu- 343b O 64 of 64



https://www.youtube.com/watch?v=wzSu-343b-0

