
Single Layer Neural Network

f(X) = β0 +
∑K

k=1 βkhk(X)

= β0 +
∑K

k=1 βkg(wk0 +
∑p

j=1wkjXj).
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Details
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• Ak = hk(X) = g(wk0 +
∑p

j=1wkjXj) are called the
activations in the hidden layer.

• g(z) is called the activation function. Popular are the
sigmoid and rectified linear, shown in figure.

• Activation functions in hidden layers are typically
nonlinear, otherwise the model collapses to a linear model.

• So the activations are like derived features — nonlinear
transformations of linear combinations of the features.

• The model is fit by minimizing
∑n

i=1 (yi − f(xi))
2 (e.g. for

regression).

ReLU:

sigmoid:
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Gradient Descent

Backpropagation
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Convolutional Neural Network — CNN

• Major success story for classifying images.

• Shown are samples from CIFAR100 database. 32× 32 color
natural images, with 100 classes.

• 50K training images, 10K test images.

Each image is a three-dimensional array or feature map:
32× 32× 3 array of 8-bit numbers. The last dimension

represents the three color channels for red, green and blue.
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Architecture of a CNN
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• Many convolve + pool layers.

• Filters are typically small, e.g. each channel 3× 3.

• Each filter creates a new channel in convolution layer.

• As pooling reduces size, the number of filters/channels is
typically increased.

• Number of layers can be very large. E.g. resnet50 trained
on imagenet 1000-class image data base has 50 layers!
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代码演示
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